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Abstract:
An evaluation of the Biosphere±Atmosphere Transfer Scheme (BATS) snow submodel was conducted, both in
a stand-alone mode and within the National Center for Atmospheric Research (NCAR) Community Climate
Model version 3 (CCM3). We evaluated, in the stand-alone mode, the performance of BATS parameterizations

at local scales using ground-based observations from the former Soviet Union and fromMammoth Mountain,
California. The BATS snow scheme reproduces well the seasonal evolution of snow water equivalent in both
sites, and the results for the MammothMountain site compare well with those from a more complex, physically
based model (SNTHERM). In the coupled mode, we evaluated the modelled snow cover extent, snow mass,

precipitation and temperature from BATS as linked to the NCAR CCM3 using available observations. The
coupled models capture the broad pattern of seasonal and geographical distribution of snow cover, with better
overall performance than the passive microwave snow data derived from the Nimbus-7 ScanningMulti-channel

Microwave Radiometer (SMMR) which generally underestimates snow depth. In terms of continents, the
snow mass is better simulated during the accumulation period than during the melt period, which is the case
for both North America and Eurasia. The simulation of snow mass, precipitation and air temperature

for North America is slightly better than that for Eurasia. A rigorous evaluation of snow simulations in coupled
land±atmosphere models requires high quality global datasets of snow cover extent, snow depth and
snow water equivalent. The available datasets and model outputs are not yet ready to ful®l this objective.
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INTRODUCTION

Snow processes are an important component of a general circulation model (GCM) because of the unique
snow characteristics, such as high albedo, low thermal conductivity, and considerable spatial and temporal
variability. Compared to other surfaces, snow acts in a di�erent manner in controlling energy and water
exchanges with the atmosphere and the underlying soil. In addition, the timing of snowmelt and the sub-
sequent fate of meltwater play an important role in the hydrological cycle.

Although detailed one-dimensional snow models exist (e.g., Anderson, 1976; Jordan, 1991), GCMs use
relatively simple snow models for computational reasons (Dickinson, et al., 1981, 1986, 1993; Verseghy,
1991; Loth et al., 1993; Marshall et al., 1994; Lynch-Stieglitz, 1994). These GCM snow models, generally
with one to ®ve layers, are designed to resolve the diurnal and seasonal variations of surface processes such
as surface temperature and heat ¯uxes, thereby simplifying the treatment of the internal snow processes
(e.g., the retention and transport of meltwater, melting and freezing, di�usion of temperature and water
vapour, and the extinction of solar radiation). Because GCMs are shown to be highly sensitive to snow
processes (e.g., Yeh et al., 1983; Cess et al., 1991), it is critical to have a one-dimensional snow model with
adequate realism, yet still be e�cient for long-term climate integrations. One way to achieve this is through a
three-tier approach. First, existing GCM snow models need to be tested in stand-alone mode against real
data, or with detailed one-dimensional models. Second, point models must be extended to account for the
heterogeneous nature in each of the GCM land grid boxes. For instance, one needs to consider how the snow
patchiness and sub-grid scale variability of snow depth are determined by weather events, topography and
vegetation. Third, the simulation of snow and related variables in existing GCM runs needs to be analyzed
and compared with gridded observed datasets to establish model credibility. The second issue is not within
the scope of this paper. Generally speaking, the o�-line study aids in understanding the models' performance
under an idealized and controlled framework because the changes of the snow state variables and ¯uxes do
not feed back to the meteorological forcing variables. On the other hand, the coupled simulations provide an
assessment of the snow model and the host GCM under a more realistic and dynamic framework because the
simulated snow cover and forcing variables (in particular, precipitation and temperature) impact each other.
These two lines of study are complementary, and are the subject of this paper.

This research focuses on one such snow model, the Biosphere±Atmosphere Transfer Scheme (BATS)
(Dickinson et al., 1993). First, stand-alone tests of the model using long-term snow data for six midlatitude
grassland stations in Russia and data from Mammoth Mountain, California, are presented. The latter site is
characterized by a deep snowpack (up to three to ®ve metres) during the melting season, and hence provides
an extreme case for evaluating the performance of the BATS snow model. In the latter case, the BATS model
is also compared with a more complex snow scheme. Results of the snow simulation from coupling BATS to
a GCM are presented for two continents with signi®cant snow covers: North America and Eurasia. The
simulations are assessed with climatological datasets of snow, precipitation and screen level air temperature.
Speci®cally, two research questions are addressed: (1) Is the BATS snowmodel adequately simulating surface
snow processes? (2) Are the available global datasets and the model output variables adequate to assess the
performance of the coupled land±atmosphere model?

STAND-ALONE TEST OF THE BATS SNOW MODEL

Description of BATS snow model

The BATS snow submodel (Dickinson et al., 1993) is designed for use in GCMs, for which the diurnal and
seasonal time scales are most important. BATS snow temperature is calculated using a force-restore thermal
model (Dickinson, 1988) whose main intent of layer design is to give correct diurnal temperature calculations
for subfreezing snow and to couple to underlying soil for shallow snow. The BATS model computes a
time-dependent snow depth, density and albedo for 15 vegetation types. The snow albedo is parameterized at
both visible and near infrared wavelengths as a function of snow age, impurities, and solar zenith angle. The
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thermal conductivity is assumed to be a quadratic function of snow density. The fraction of the grid area
covered by snow is parameterized to depend on snow depth and surface roughness for both vegetation and
soil surfaces. The model neglects the extinction of solar radiation in the snowpack, and calculates the
snowmelt from the surface energy balance. The meltwater is assumed to ¯ow out of the snowpack
immediately. Additional information on the snow portion of the BATS model can be found in Yang et al.
(1997).

Russian snow data

Snow data are for six midlatitude grassland stations in Russia for the period 1978±83 as described by
Robock et al. (1995) and Yang et al. (1997). Each station was located on a grass-covered plot. Meteorological
forcing data (air temperature, dew point temperature, precipitation, wind speed, air pressure, low cloud cover
fraction and total cloud cover fraction) for the period 1978±83 were measured regularly eight times per day
(00:00, 03:00, 06:00, 09:00, 12:00, 15:00, 18:00, and 21:00) at the same time (Moscow legal time, Greenwich
time plus three hours) for all six stations. The actinometric data (incoming solar radiation, net total radiation
and surface albedo) were part of the regular measurements of the former Soviet Union actinometric station
network. These measurements were taken six times per day at the mean local solar time (00:30, 06:30, 09:30,
12:30, 15:30, and 18:30). Tretyakov type gauges (2 m above ground level) were used to measure precipitation.
Snow water equivalent (SWE) was independently measured along snow routes, transects of 1±2 km in the
vicinity of these stations, on the 10th, 20th, and the last day of each month during the winter months, and
was then averaged.

Yang et al. (1997) showed a detailed comparison of modelled and observed snow variables including
snow depth, SWE, surface temperature and surface albedo. For the sake of reference as well as new insight
into the model's performance, we showed a comparison of modelled against observed SWE (Figure 1). We
employed a version of BATS in which the snow density and snow cover fraction formulation were modi®ed
to reproduce the observed snow depth and snow cover extent for the six sites (cf. Yang et al., 1997). We used
two sets of surface parameters, one as adopted in the GCM for the grassland, and the other adjusted to solely
reproduce the observed soil moistures as described in Yang et al. (1998). The adjustment in vegetation
parameters also a�ects the snow simulation. Table I lists the names of these parameters and their values. We
also applied a wind correction to the winter precipitation measurements following Yang et al. (1997), and
assumed the rain±snow transition temperature to be 0 8C. The model was run to reach equilibrium with the
given initial soil moisture. This was achieved by looping through the ®rst year meteorological forcing data a
number of times (typically ten years or less; see Yang et al., 1995), after which the whole six years' data were
used to drive the model. Only the results from the last six years were analyzed.

As shown in Figure 1, the model is able to reproduce the timing of accumulation, length of snow covered
period, and year-to-year variability, but does not reproduce the peak SWE well. Comparing our Figure 1
with Figure 1 in Yang et al. (1997), reveals that overestimation of the peak SWE coincides with positive

Table I. List of BATS vegetation parameters applicable to six stations. The soil type index varies from 1 (sand) to
12 (clay) (Dickinson et al., 1993). The table only lists the vegetation parameters that directly a�ect snow simulations.
The parameter values are as used in BATS±CCM3 and the adjusted values are given in parentheses. z0c is canopy

roughness length (m) and Av max is maximum value of vegetation cover fraction

Station Vegetation type Soil type index z0c Av max

Yershov Short grass 6 0.05 (0.10) 0.80 (0.90)
Tulun Short grass 8 0.05 (0.20) 0.80 (0.95)
Uralsk Short grass 2 0.05 (0.10) 0.80 (0.90)
Kostroma Short grass 12 0.05 (0.15) 0.80 (0.95)
Khabarovsk Short grass 12 0.05 (0.20) 0.80 (0.90)
Ogurtsovo Short grass 7 0.05 (0.10) 0.80 (0.90)
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biases in the snow depth measurements from the permanent stakes and from the snow courses. This suggests
that there existed some blowing snow events during which the forcing data collected at a station did not
have a good representation of the snowfall along the snow courses. The results appear to show the model
has better simulations during the accumulation period than during the melt period. However, this is
due to the fact that the melt process is so rapid that the ten-day measurement interval is not adequate to
resolve it.

There are some disagreements in the simulations with both GCM-type of parameters and adjusted para-
meters. For Khabarovsk, the modi®ed parameters lead to much better simulations than do the default
parameters, because the larger vegetation cover and roughness, on one hand, result in a smaller vegetated
area that is covered by snow, thereby leading to more absorbed solar radiation for melting snow; on the other
hand, they enhance the sublimation rate, which in turn reduces the thickness of the snowpack. Overall, these
results demonstrate that for midlatitude shallow snowpack, the simple snow model, as used in BATS, which
neglects the retention of liquid water, can perform reasonably well.

Figure 1. Simulations and observations of snow mass in cm water for the six stations for the entire six years. The SWE measurements
(shown by circles) were made along snow courses in the vicinity of the stations every ten days during the winter. Because the sites were
located in ¯at grassland, the snow measurements were representative of a region (see Yang et al., 1997). The simulations (shown by solid
lines) are for two runs, one with default parameters (thin lines) and the other with modi®ed parameters (thick lines). The abscissa labels

indicate the beginning of the months for the period 1978±83
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Mammoth Mountain snow data

Automatic snow and meteorological measurements have been made at MammothMountain in the eastern
SierraNevada, California since 1987 (Harrington and Bales, 1998). Lysimeter and pit data are taken from two
sites (north and south) which are about 20 m apart and have di�erent snow depths. The meteorological
measurements include air temperature, relative humidity, wind speed, and net solar and downward long-wave
radiation at 15-minute intervals. Figure 2 shows the daily mean values of these variables during the melt
season of 1993. Biweekly, two snow pits excavated from the sites provide SWE and other snow variables.

The Mammoth Mountain site is characterized by deep snow that can be up to three to ®ve metres in
physical depth and a long melting season that extends into June. From a climate viewpoint, the most crucial
time for snow modelling is that of the spring melt period. Over this period, solar ¯uxes are large and
therefore albedo variations have a major e�ect Ð at the same time the snow removal can drastically change
surface albedos; furthermore, the timing of the snowmelt is a major factor on the timing of water removal by
runo�. The spring melt period has other unique features, in particular, the occurrence of meltwater which
can either be removed from the snowpack and then in®ltrated into the soil and/or generate runo� or can
refreeze in the snowpack.

Jin et al. (1999) have provided detailed documentation of the processes involved in melting, such as
penetration of solar radiation, daytime melting, nighttime freezing, heat conduction and transport due to
vapour, water and ice, and pro®les of temperature and density. Their study was formulated both from a
modelling and an observational point of view. On the other hand, our research focuses on surface boundary
layer stability, surface heat ¯uxes and their role in controlling melt. We used snow measurements from two
adjacent sites (north and south), both having the same meteorological forcing variables (Figure 2). During
this melt period, from day of year (DOY) 109 to 172, the surface atmospheric boundary layer is pre-
dominantly stable (Figure 3), with bulk Richardson numbers (Rb) between 0 and 0.1 occurring 57% of the
time. In fact, the frequency of Rb at (0, 0

.05), (0.05, 0.075) and (0.075, 0.1) is 46, 6 and 5%, respectively,
indicating the (0, 0.05) interval has the most dominant frequency. Analysis of a subset of the data between
DOY 123±132 shows a remarkably similar pattern, in which 05Rb5 0.1 appeared in 58% of that period.
Jordan (1992) indicated the importance of a proper formulation of the drag coe�cient (CD) in modelling the
snowmelt. This dataset serves as a good test bed to examine the performance of CD that is used in BATS and
SNTHERM.

Figure 4(a) illustrates the evolution of the modelled snow water equivalent from BATS using the default
CD formula that is the same as those used in the National Center for Atmospheric Research (NCAR)
Community Climate Model version 2 (CCM2) (Hack et al., 1993; Holtslag and Boville, 1993) or CCM3
(Kiehl et al., 1996), except that during unstable conditions the BATS CD is the average of those for
momentum and heat in CCM2 (or CCM3) and that the o�-line run uses di�erent values of von Karman
constant and snow roughness length as discussed later. Also shown in Figure 4(a) are the simulations from
BATS using CD taken from the February 1997 version of the SNTHERM code. The SNTHERM drag
formulations are described in Jordan (1992). We assess the model performance by comparing with the
observed SWE.

Figure 4 shows that BATS simulates the ablation process well, and that a considerably better performance
results from using SNTHERM CD . The SNTHERM formulation enhances the sublimation and the sensible
heat ¯ux, both shown here as accumulated values in metres of water. The enhanced sensible heat enters the
snowpack and accelerates the melting rate. Questions arise as to why the SNTHERM CD leads to improved
simulations of SWE. Because stable conditions prevail in the surface boundary layer, and 05Rb5 0.05 has
a dominant frequency (46%), one would expect the major di�erence in the ¯uxes from the two simulations to
be attributed to the di�erences in CD values for 05Rb5 0.05. Figure 5 shows a comparison between the
formulations used in BATS and SNTHERM as a function of Rb . Indeed, the SNTHERM CD is greater than
the BATS CD for 05Rb5 0.05. Two reasons are found to be responsible for this. First, in the o�-line run,
BATS assigns the von Karman constant to be 0.378, while SNTHERM uses 0.4. Second, in computing the
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Figure 2. Time series of meteorological measurements from the Mammoth Mountain site for 1993. The north and south sites share the
same meteorological data

Copyright # 1999 John Wiley & Sons, Ltd. HYDROLOGICAL PROCESSES, VOL. 13, 2097±2113 (1999)

2102 Z-L. YANG ET AL.



neutral CD , SNTHERM subtracts snow depth, which is up to three metres for the north site in the beginning
of the melting season, from the instrument height (z1 � 6.5 m), while BATS does not make this adjustment.
The SNTHERM adjustment enhances the neutral drag coe�cient. However, it should be pointed out that in
the version of BATS that is coupled to the NCAR CCM2 or CCM3, the von Karman constant is set to 0.4,
and the snow roughness length is assumed to be 0.04 m, both of which increase the neutral drag coe�cients.

The other feature to note in Figure 4 is that the melting energy is primarily from the sensible heat ¯ux and
secondarily from the net radiation. Kuusisto (1986) provides examples of the relative importance of sensible
versus net radiation in controlling melt for a wide range of environments. For open ®elds in mountains,
sensible heat generally tends to be the dominant source in controlling melt. Other examples can be found in
Gray and Prowse (1993). Neumann and Marsh (1998) discuss the role of local advection of sensible heat
under patchy snowcover conditions.

Figure 6 compares the simulations of SWE, sublimation, sensible heat ¯ux and snowmelt for a southern
site from BATS and SNTHERM, both using the SNTHERM type of CD and observed albedo. BATS
reproduces the observed SWE well, comparable to the more complex model. The loss of snow due to
sublimation is negligible, the contribution from sensible heat ¯ux to the snow melting is dominant over the
net radiation, and the accumulated snowmelt curve nearly mirrors the SWE curve.

In the BATS design, no attention was paid speci®cally to the spring melt season, where daytime solar
heating goes into the melting of snow rather than raising its temperature, and nighttime cooling can go into
refreezing of the melted snow, a process ignored in the BATS design. This process can delay the release of
meltwater (and therefore the decrease in SWE) for many days or weeks after the start of melt. In addition,
BATS neglects ¯ow ®ngers which can, in some cases, rapidly move meltwater through the snowpack before

Figure 3. Histogram of bulk Richardson numbers (Rb) using data from the north site at Mammoth Mountain, California for DOY
109±172, 1993. Rb � g �z1 ÿ ds��T1 ÿ Ts�=�0�5�T1 � Ts�V2

1�, where g is acceleration of gravity, z1 measurement height above soil surface
(�6.5 m), ds snow depth above soil surface (simulated by SNTHERM but the modelled depth agrees with the observations), T1
temperature measured at z1 , Ts snow surface temperature (simulated by SNTHERM because of no measurement), V1 wind velocity

measured at z1 . Small fractions of Rb5 ÿ 1 and Rb5 10 are not shown in the ®gure
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Figure 4. Time series of (a) snow water equivalent, (b) accumulated net radiation (RNET) in water equivalent, (c) accumulated
sublimation, (d) accumulated sensible heat ¯ux (SH) in water equivalent, and (e) accumulated snowmelt (SM) for the Mammoth
Mountain north site for 1993. All simulations are performed with BATS. Both RNET and SH are divided by latent heat of fusion to

convert to water equivalent for direct comparison with SM
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the entire pack is wet and isothermal at 0 8C. Our data ®elds were measured at an interval of ten days or
longer, which is not su�cient to account for these features on this temporal scale. Our results indicate that
beyond this scale, BATS can capture features such as ablation of a deep snowpack, its accumulated sub-
limation and meltwater out¯ow.

SNOW COVER SIMULATIONS IN A GCM

The GCM used in this study is version 3 of the Community Climate Model (CCM3) developed by NCAR
(Kiehl et al., 1996). It has 18 vertical atmospheric levels extending from the surface boundary layer to the
2.9 mb level, and a horizontal grid of approximately 2.88 by 2.88. CCM3 coupled with BATS (hereafter
BATS±CCM3) was integrated for 12 years using climatological sea surface temperature. The initial soil
moisture contents were taken from an archive of existing long simulations, which minimize the impacts of
soil moisture initialization on the results. The ®rst two years of integration were discarded, while the
remaining years were averaged and used in analysis.

Figures 7 and 8 show a comparison of the model results (snow coverage, snow mass, precipitation and
air temperature) with the observed data or estimates for North America (0±908N, 10±1708W, excluding
Greenland) and Eurasia (0±908N, 10±1708E), respectively. Monthly observed snow coverage was derived

Figure 5. Drag coe�cients as a function of bulk Richardson numbers Rb . The BATS drag coe�cients (see equations (5) and (6) of Yang
and Dickinson, 1996) are consistent with those used in CCM2 (Hack et al., 1993) or CCM3 (Kiehl et al., 1996). The SNTHERM drag
coe�cients are from equations (19)±(21) of Jordan (1992). In both formulations, z1 � 6.5 m, and the roughness length for snow,
z0s � 0.002 m. However, von Karman constant k is assumed to be 0.378 in BATS, and 0.4 in SNTHERM. SNTHERM also subtracts

snow depth ds from z1 in computing the neutral CD ; ds is assumed to be 2 m for illustrative purpose in this ®gure only
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from satellite imagery of snow extent as averaged over 1972±92 (Robinson et al., 1993). This imagery dataset
was originally in weekly charts produced by trained meteorologists of the National Oceanic and Atmos-
pheric Administration (NOAA) based on visual interpretation of photographic copies of visible satellite
images. The snow mass data were originally compiled by the US Air Force Environmental Technical
Applications Center (USAF/ETAC) at Scott Air Force Base in Illinois (Foster and Davy, 1988). The values
shown in Figures 7 and 8 are based on those reported by Foster et al. (1996) because the gridded dataset was
not available to us at the time of writing. Shown in Figures 7(a±b) and 8(a±b) are also passive microwave
snow data (averaged for a period from 1978 through 1987) derived from the Nimbus-7 Scanning Multi-
channel Microwave Radiometer (SMMR) (Chang et al., 1987; Chang et al., 1992). Following Foster et al.
(1996), the NOAA data are used as the standard of reference for snow extent observations and the
USAF/ETAC data are used as the standard for snow mass. The precipitation and air temperature data are
from Legates and Willmott (1990a,b).

Although the modelled snow cover extent was not saved in the output of the long integrations, it can be
estimated using the approach described by Frei and Robinson (1998). A grid square is considered to be
completely snow covered if the snow depth is 53 cm. If the snow depth is 53 cm, the fractional coverage is

Figure 6. Time series of (a) snow water equivalent, (b) accumulated sublimation, (c) accumulated sensible heat ¯ux (SH) in water
equivalent, and (d) accumulated snowmelt (SM) for the Mammoth Mountain south site for 1993. All the simulations use the
SNTHERM-type drag coe�cients and observed albedo. SH is divided by the latent heat of fusion to convert to the water equivalent for

a direct comparison with SM
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computed as a ratio of snow depth to a value of 3 cm. Because snow density is not saved either, the snow
depth is estimated from the snow water equivalent assuming the snow density is equal to 300 kg mÿ3, a value
used by Foster et al. (1996) and Frei and Robinson (1998). The snow cover extent calculated this way is
shown in Figure 7 as `Model 1' in comparison with the NOAA data. The choice of 3 cm is consistent with the
NOAA practice (Frei and Robinson, 1998). The SMMR snow depth data are processed in the same manner
as `Model 1' and are also shown in Figures 7(a) and 8(a). This simple method should be used with caution as
it might not be appropriate for any environment with moderately rugged terrain, or where blowing snow is
important. In these cases spatial variations in SWE are very large and, especially during the melt period, this
simple approach is expected to give error, as indicated in Figure 7. However, this method provides a good ®t
to observational estimates during the accumulation period for both North America and Eurasia. In com-
parison, `Model 2', which computes the snow cover extent as a ratio of snow depth to the sum of snow depth
and ten times soil surface roughness length (1 cm), is also shown in Figures 7 and 8. The density used to
convert snow mass to depth is 300 kg mÿ3. This approach is more realistic than `Model 1' during the melt
period, but is worse during the accumulation period.

In terms of continents, the snow mass is better simulated during the accumulation period than during the
melt period for both North America and Eurasia. The model tends to lag by one month to reach the peak
snow mass and the onset of melt is delayed accordingly. However, the simulations for North America are

Figure 7. Annual cycle of (a) snow cover extent, (b) snow mass, (c) precipitation and (d) air temperature for North America.
In (a), `NOAA' refers to the NOAA satellite data (Robinson et al., 1993); `SMMR' refers to the passive microwave data (Chang et al.,
1987; Chang et al., 1992). Both `Model 1' and `Model 2' are described in the text. In (b) `USAF/ETAC' refers to the data from Foster

and Davy (1988). `Observation' refers to Legates and Willmott (1990a) in (c) and Legates and Willmott (1990b) in (d)

Copyright # 1999 John Wiley & Sons, Ltd. HYDROLOGICAL PROCESSES, VOL. 13, 2097±2113 (1999)

SNOW HYDROLOGY 26: SIMULATION OF SNOW MASS AND EXTENT 2107



slightly better than those for Eurasia. Overall, the snow mass simulations presented here from BATS±CCM3
compare more favourably with observations than those from most of the coupled models in Foster et al.
(1996) who compared seven GCMs with observations. The snow cover from SMMR generally under-
estimates the NOAA data for North America but overestimates the NOAA data for Eurasia, although these
two sets of data have better agreement for North America, especially from February to June. This statement
di�ers from that in Foster et al. (1996), presumably due to the di�erent values of threshold used for the
minimum snow depth to cover the surface. In our derivations, we used 3 cm for the threshold but assumed a
fractional cover for snow depth5 3 cm. If we neglected this fractional cover, then the SMMR estimates
would be closer to the NOAA data for Eurasia than for North America. However, the SMMR-derived snow
mass signi®cantly underestimates the USAF/ETAC data for North America, while these two sets of data
show much better agreement for Eurasia. Consequently, for North America, the BATS±CCM3 results agree
better with the USAF/ETAC data throughout the snow season than the SMMR estimates do, while for
Eurasia, the SMMR data are in better agreement with the USAF/ETAC data than the BATS±CCM3
simulations during the late ablation season (April and May).

Figures 7 and 8 show that, relative to Eurasia, the more accurate simulations of snow mass in North
America from BATS±CCM3 correlate well with the more accurate simulations of precipitation and air
temperature for this continent. These di�erences are partially related to the size of the mountainous regions in
these two continents. BATS±CCM3 has a cold and wet bias over these mountain ranges. This bias is even
greater in Eurasia than in North America because the former has more extensive mountain ranges than the
latter.

Figures 9 and 10 show the geographic distribution of snow depth for individual months (November
through April) from BATS±CCM3 and SMMR for North America and Eurasia, respectively. The

Figure 8. As Figure 7, but for Eurasia
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Figure 9. Comparison of monthly snow depth (mm) over the North America (here indicating USA and Canada) regions from BATS±CCM3 and SMMR
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Figure 10. As Figure 9, but for Eurasia
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SMMR estimates are used here because they are available at high spatial resolution (0.58) and provide a
spatially-continuous ®eld to be compared with the modelled results. Compared with other data products
such as NOAA and USAF/ETAC, the SMMR data are good for uniform snow covered areas such as the
Canadian high plains and Russian steppes. The microwave algorithms currently in use tend to underestimate
snow depth (see Figures 7(b) and 8(b)), particularly in the regions of shallow and melting snow, and heavily
forested and mountainous areas (Chang et al., 1987; Foster et al., 1996). The most apparent di�erences
between modelled snow depth and SMMR data for North America are located in the Rocky Mountains,
south of Hudson Bay, Southeastern Canada, Northeastern United States, and the Great Lakes regions. For
Eurasia, the di�erences between the modelled and the SMMR data are noticeable mainly in Scandinavia, the
northern Urals, central and eastern Siberia. Generally, modelled values are greater than those from SMMR.
Foster et al. (1996) show that over these regions the SMMR data underestimate snow mass, suggesting that
our results, in general, compare more favourably with observations.

The results presented in this paper and elsewhere (e.g., Foster et al., 1996; Frei andRobinson, 1998) indicate
a need for future GCM integrations to report snow depth or density in addition to snow water equivalent.
This would avoid the possible inaccuracies in estimating depth using a ®xed snow density. To better match the
satellite product of snow cover extent, the snow cover fraction that is used in computing snow patch surface
albedo should be saved in the GCM runs if this variable is computed in the models. For a detailed analysis of
the snow energy and water budget, additional variables related to snow are also needed as output, such
as snowfall, sublimation, snowmelt, sensible heat ¯ux, absorbed solar radiation and net radiation. From a
practical point of data storage, only time-averaged variables (at monthly intervals) are saved.

DISCUSSION

Because of the importance of snow for accurate climate simulations, what level of complexity of snow
modelling is adequate for GCMs must be determined and how the accuracy of snow models is related to the
consideration or omission of snow internal processes must be addressed. The BATS snow model neglects
retention of meltwater in the snowpack, which may be a reasonable assumption in temperate snow covers, as
in this study, but not for Arctic areas (see Marsh, 1991). The BATS canopy model neglects the penetration of
solar radiation through the canopy, which may a�ect the timing of snowmelt in the forest regions. Therefore,
the model needs to be tested with ®eld data for a wide range of environments as listed in Table I (Kuusisto,
1986) if these data are available.

Several features of process-level snowmelt models could be used to help capture the sub-grid scale
variability and improve snowmelt simulations. An active line of research is being established to link the
physically based snowmelt models, geographical information system (GIS) analysis, remote sensing techno-
logy and assimilated datasets from mesoscale meteorological models for studies in small catchments and
watersheds. However, relatively speaking, what is lacking is research and the application of snow water and
energy budget analyses at continental or global scales. A question that remains unresolved is the level of
complexity required for snow models on those scales. A closely related question is how to relate a snowpack
model (one-dimensional in the vertical direction) to the heterogeneous surfaces in each of the GCM land
grids. Speci®cally, what is the optimum methodology to derive a grid e�ective value of albedo, roughness
length and wetness factor when snow patchiness is present? The heterogeneous distribution of vegetation and
topography adds more complexity to this problem. Nevertheless, conclusions drawn from research at sub-
resolution scales (e.g. local, catchment and watershed scales) will provide an important guide towards
developing and improving snow process models at GCM scales.

CONCLUSIONS

For local scales in the stand alone mode, the BATS snow model has been evaluated with two datasets: the
Russian midlatitude grassland sites and the California Alpine site. These tests show that the BATS snow
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model can realistically simulate surface snow processes on a temporal scale of ten days or longer. These
results are consistent with the ®ndings in Schlosser et al. (1999) which compare more than 20 snow models
(including BATS) using the data from Valdai, Russia.

On continental scales in the coupled land±atmosphere model, BATS±CCM3 can simulate both snow
cover and snow mass quite well. For both North America and Eurasia, the snow mass is simulated more
accurately during the accumulation period than during the melt period. The simulations of snow mass,
precipitation and air temperature for North America are slightly better than those for Eurasia.

A rigorous evaluation of snow simulations in coupled land±atmospheremodels requires high quality global
datasets of snow cover extent, snow depth and snow water equivalent. It also requires the models to save the
same set of variables plus snowmelt, sublimation, snowfall, snow temperature, and other snow-related energy
and water ¯uxes to provide a direct match to the observed ®elds and for in-depth understanding of snow
processes. The available datasets and model outputs are not yet ready to ful®l this objective.

A comprehensive snow model survey with 50 questions has been distributed summarizing the status of
snow models used in various applications, and more than 40 responses have been received to date. These
questions and responses have been documented on the World Wide Web (www.atmo.arizona.edu/�zly/
snow.html). An initial analysis of these responses indicates that there are a number of sophisticated snow
models available at the point or local scale, and there is a wide range of models developed for application in
small catchments and watersheds.

The preliminary analysis from a recent survey of snow model components indicates that the future lines
of research in climate snow modelling are: (1) development of an optimum snowpack model which not
only simulates the snow processes but also captures the soil temperature variations under the snowpack;
(2) linkage of this model to heterogeneous vegetation and topography distribution; (3) use of remotely
sensed data to derive vegetation and snow parameters and for model validation.
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