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ABSTRACT
Salt body interpretation is important for building subsurface models and interpreting seismic horizons and faults that might be truncated by the salt. Salt interpretation often includes two steps: highlighting salt boundaries with a salt attribute image and extracting salt boundaries from the attribute image. Although both steps have been automated to some extent, salt interpretation today typically still requires significant manual effort. From a 3D seismic image, I first efficiently compute a salt likelihood image, in which the ridges of likelihood values indicate locations of salt boundaries. I then extract salt samples on the ridges, and these samples can be directly connected to construct salt boundaries in cases when salt structures are simple and the boundaries are clean. In more complicated cases, these samples may be noisy and incomplete, and some of the samples can be outliers unrelated to salt boundaries. Therefore, I have developed a method to accurately fit noisy salt samples, reasonably fill gaps, and handle outliers to simultaneously construct multiple salt boundaries. In this step of constructing salt boundaries, I also have developed a convenient way to incorporate human interactions to obtain more accurate salt boundaries in especially complicated cases. I have performed the methods of computing salt likelihoods and constructing salt surfaces using a 3D seismic image containing multiple salt bodies.

INTRODUCTION
Salt boundaries, together with seismic horizons (Wu and Zhong, 2012; Wu and Hale, 2013, 2015b), faults (Hale, 2013; Wu and Hale, 2016), and unconformities (Wu and Hale, 2015a) are important aspects of geologic structures that can be extracted from seismic images. To extract salt bodies from a seismic image, we often need to distinguish salt boundaries from the other structures that are also present in the image. Therefore, in extracting salt boundaries, we often first compute a salt attribute image, in which only the salt boundaries are most prominent, as shown in Figure 1a.

In a seismic image (background image in Figure 1a), seismic reflections inside a salt are typically weak and chaotic, whereas those outside are often stronger and more consistent. Based on these observations, several commonly used methods have been proposed to compute different types of salt attributes to highlight salt boundaries. Some methods (Jing et al., 2007; Aqrawi et al., 2011; Asjad and Mohamed, 2015) propose to compute amplitude discontinuity attributes using edge-detection-based techniques such as Sobel filters. Others compute texture attributes (Berthelot et al., 2013; Hegazy and Alregib, 2014; Wang et al., 2015), seismic reflection dip attributes (Halpert and Clapp, 2008), or equivalently, reflection normal vector field attributes (Haukås et al., 2013). Some authors (Halpert et al., 2014; Amin and Deriche, 2015) suggest using multiple attributes combined together for highlighting salt boundaries because a single attribute might be insufficient to provide a good detection.

After computing a salt attribute image, salt boundaries are then extracted from such an image. Lomask et al. (2007) and Ramirez et al. (2016) consider salt boundary extraction as an image segmentation problem and apply the normalized cuts (Shi and Malik, 2000) and sparse representation (Donoho et al., 1998), respectively, to find salt boundaries. Zhang and Halpert (2012) and Haukås et al. (2013) propose to use active-contour-based methods that start with some initial shape and then gradually and automatically deform it to fit a salt boundary. Although automatic methods have been proposed in this step for extracting salt boundaries, human interaction often is still desirable for more complicated cases to obtain more accurate results, as discussed by Zhang and Halpert (2012) and Halpert et al. (2014).

In this paper, I first propose to compute an image of salt likelihood, defined as the variation of seismic reflector linearity (2D) or planarity (3D), to highlight salt boundaries, as shown in Figure 1a. Because salt boundaries are not as thick as the features apparent in
the salt likelihood image in Figure 1a, I keep only the values on the
ridges of salt likelihood and set values elsewhere to be zero, to ob-
tain a thinned salt likelihood image (Figure 1b). Most of the nonzero
samples in Figure 1b are located at the salt boundary; however,
some of them are outliers unrelated to salt boundaries, and some
samples are missing at the salt boundary. This means that it might
be difficult to obtain accurate and complete salt boundaries by di-
rectly linking these nonzero salt samples. Therefore, I then propose
to compute a salt indicator image such that the zero contour of this
indicator image will accurately fit noisy salt samples, reasonably fill
gaps and handle outliers, such as the one denoted by magenta in
Figure 1c. This method simultaneously extracts multiple salt bound-
aries by simply extracting all the zero contours of the indicator
image. In computing the salt indicator image, I also propose a con-
venient way to incorporate human interactions into the method for
extracting more accurate salt boundaries in more complicated cases.
These human interactions can be points, segments, or patches of
manually interpreted salt boundaries.

To extract salt boundaries from a seismic image, a useful first step
is to compute a second attribute image that highlights locations of
the salt boundaries. I propose to use an image of salt likelihood,
defined as the variation of reflector linearity (2D) or planarity (3D) in
a seismic image, to detect salt boundaries.

**Seismic linearity and planarity**

In a seismic image, seismic reflectors often appear linear (2D) or
planar (3D) outside salt bodies but are weak and incoherent within
the salt bodies. Therefore, attributes based on structure (Haukás
et al., 2013) or texture (Berthelot et al., 2013; Hegazy and Alregib,
2014; Wang et al., 2015) of reflectors are often used to detect salts.

The attribute I use to detect salt boundaries is derived from seis-
mic structure tensors (Van Vliet and Verbeek, 1995; Weickert, 1997;
Fehmers and Höcker, 2003), which are smoothed outer products of
image gradients:

$$T = \langle gg^\top \rangle,$$

where $g$ represents the seismic image gradient vector (column vec-
tor) computed for each image sample. I efficiently compute the
image gradients using recursive Gaussian derivative filters (Deriche,
1993; Van Vliet et al., 1998; Hale, 2006) with radius $\sigma = 1$ (sample)
and $\langle \cdot \rangle$ denotes smoothing for each element of the outer product
or structure tensor. This smoothing, often implemented as a Gaussian
filter, helps to construct structure tensors with more stable estima-
tions of seismic reflector orientations.

Each structure tensor $T$, constructed for each image sample, is a
symmetric positive semidefinite matrix. For a 2D seismic image
(Figures 1a and 2a), a structure tensor is a $2 \times 2$ matrix with eigen-
decomposition

$$T = \lambda_u uu^\top + \lambda_v vv^\top,$$

where $\lambda_u$ and $\lambda_v$ are the eigenvalues corresponding to eigenvectors $u$
and $v$ of $T$. As shown by Fehmers and Höcker (2003), the
vectors $u$ and $v$ provide estimations of reflector orientations. If we
label the eigenvalues $\lambda_u \geq \lambda_v \geq 0$, then the corresponding eigenvec-
tors $u$ are perpendicular to locally linear features in an image, and
the eigenvectors $v$ are parallel to such features.

As discussed by Hale (2009), the eigenvalues $\lambda_u$ and $\lambda_v$ provide
measures of isotropy and linearity of structures apparent in the
image. The linearity $l$ ($0 \leq l \leq 1$) for each image sample can be com-
puted by the following ratio of the eigenvalues (Hale, 2009):

$$l = \frac{\lambda_u - \lambda_v}{\lambda_u}.$$  

As shown in Figure 2b, linearity is close to one for samples in
areas with continuous and coherent reflectors, but they are nearly
zero in areas with chaotic or noisy reflectors.

To measure the linearity of structures with different scales, we
can vary the smoothing $\langle \cdot \rangle$ extents in equation 1 for constructing
structure tensors. For local and subtle structures, we want to apply
weak smoothing with small half-width $\sigma$ as shown in Figure 2b
($\sigma = 2$ [samples]). For more global structures such as salts, we want
to apply stronger smoothing with larger half-width, for example

![Figure 1. A seismic image is displayed with a salt likelihood image (a) before and (b) after thinning. The thinned likelihood image, with nonzero samples only on the ridges of the salt likelihood image (a), is then used to compute a salt indicator image (c), in which the zero contour (magenta curve) represents the salt boundary.](image-url)
However, we do not expect to smooth across salt boundaries when constructing structure tensors; therefore, we may want to apply a structure-oriented smoothing (Hale, 2009) with large extent in Figure 3b, instead of an isotropic Gaussian filter in Figure 3a. This structure-oriented smoothing filter has a comparable smoothing extent to that of the Gaussian filter.

As shown in Figure 3a, stronger smoothing yields more continuous and smoother linearities than those in Figure 3b and also blurs the discontinuities near the salt boundary. As shown in Figure 3b, the structure-oriented smoothing filter also yields smooth linearity values within and outside the salt but preserves the discontinuity of linearity near the salt boundary.

For each sample in a 3D seismic image, such as the one shown in Figure 4a, we can use equation 1 with the same structure-oriented smoothing filter to construct a structure tensor, which is a $3 \times 3$ matrix with the following eigendecomposition:

$$T = \lambda_u u u^T + \lambda_v v v^T + \lambda_w w w^T.$$  

Similarly, we label the eigenvalues and corresponding eigenvectors so that $\lambda_u \geq \lambda_v \geq \lambda_w$. As discussed by Hale (2009), we can define planarity $p$ ($0 \leq p \leq 1$) in 3D using the eigenvalues:

$$p = \frac{\lambda_u - \lambda_v}{\lambda_u}.$$  

Figure 3b shows such a planarity image displayed as translucent colors overlaid with the 3D seismic image. Similar to the linearity in 2D as shown in Figure 3b, the planarity values are relatively high outside the salt bodies but are low within the salt.

**Salt likelihood**

As shown in Figures 3b and 4b, the linearity and planarity values decrease most significantly near the salt boundary toward the interior of the salt. Therefore, I define salt likelihood, a measure of linearity or planarity variation in direction perpendicular to seismic reflectors, to highlight out salt boundaries:

$$h = \begin{cases} \nabla l \cdot u_s & \text{for 2D} \\ \nabla p \cdot u_s & \text{for 3D} \\ \end{cases}$$

where $u_s$ are the unit vectors computed for all image samples and are perpendicular to seismic reflectors. These vectors $u_s$ are the eigenvectors corresponding to the maximum eigenvalues of the structure tensors (equation 1) constructed from the seismic images (Figures 2a and 4a) with Gaussian smoothing filters. For the linearity or planarity
gradient, I apply Gaussian derivative filters ($\sigma = 8$ [samples]) to the linearity or planarity image vertically and horizontally to approximate the corresponding components of the gradient.

Figures 5a and 6a are such 2D and 3D salt likelihood images after normalization. The salt likelihood values are displayed with translucent colors and overlaid with the seismic images. In these images, high likelihood values indicate the locations of the salt boundary. However, we do not expect salt boundaries to be as thick as the features apparent in the salt likelihood image. Therefore, I keep only the values on the ridges of salt likelihood and set values elsewhere to be zero, to obtain a thinned salt likelihood image shown in Figure 5b.

In 3D, a thinned salt likelihood image can be displayed as salt sam-

![Figure 4. A seismic image (a) displayed with planarity (b), which is displayed as a translucent color.](image)

![Figure 5. A seismic image displayed with salt likelihoods (a) before and (b) after thinning.](image)

![Figure 6. (a) Salt likelihoods are displayed as translucent colors overlaid with the seismic image. (b) Salt samples, colored by salt likelihoods, are extracted on the ridges of the likelihood image.](image)
samples colored by likelihood values, as shown in Figure 6b. These samples are located within the sampling grid of the 3D seismic image.

After thinning, most salt samples, especially those with high likelihood values, are located at salt boundaries. Most samples are aligned and appear to form segments (Figure 5b) or patches (Figure 6b) of salt boundaries. These samples, however, are not connected to form salt boundaries. Moreover, some noisy or outlier samples, which do not belong to a salt boundary, are apparent in the thinned salt likelihood images. In addition, some samples are missing at the salt boundaries.

**EXTRACTING SALT BOUNDARIES**

It might be difficult to directly connect the salt samples (samples with nonzero salt likelihood values) in the thinned salt likelihood image to construct salt boundaries because of the noisy samples in the image and potential gaps apparent at the salt boundaries. Therefore, I propose a method to compute another salt indicator function from the salt likelihood image, and then extract multiple closed and smooth salt boundaries by extracting zero contours of the indicator function. Human interactions can be conveniently incorporated into the method to compute more reliable salt indicator functions for complicated examples in which the salt likelihood images fail to correctly detect salt boundaries.

**Salt indicator function**

Construction of salt boundaries from salt samples (Figures 5b and 6b) is similar to the problem of surface reconstruction from scattered points, which is well-studied in computer graphics. Numerous methods (Kazhdan et al., 2006; Guennebaud and Gross, 2007; Lipman et al., 2007; Kazhdan and Hoppe, 2013; Berger et al., 2014) have been proposed to compute reasonable surfaces that fit the given sparse points. I propose a method, similar to the one developed by Kazhdan and Hoppe (2013), to accurately fit noisy salt samples, reasonably fill gaps, and handle outliers to simultaneously construct multiple salt boundary surfaces. In this method, I first compute a vector field $u_p(x)$ that contains the eigenvectors corresponding to the maximum eigenvalues of the structure tensors (equation 1) constructed from the linearity (Figure 3b) or planarity (Figure 4b) image. I then use this vector field $u_p(x)$, as well as the salt samples (Figures 5b and 6b), to compute another salt indicator function $f(x)$ by solving the following equations:

$$h(x) \nabla f(x) \approx h(x) u_p(x)$$

$$h(x_k)f(x_k) \approx 0,$$

where $\nabla$ is the gradient operator, $x_k$ represent the 2D or 3D positions of salt samples as shown in Figures 5b and 6b, $h(x)$ represents a 2D or 3D salt likelihood image, as shown in Figures 5a and 6a, and is used to

---

Figure 7. The thinned salt likelihood image (Figure 5b) and a normal vector field estimated from the linearity image (Figure 3b) are used to compute salt indicator images (a) with and (b) without control points (black plus marks). Zero contours (magenta curves) of the salt indicator images represent salt boundaries, which reasonably fit salt samples and fill holes (missing salt samples) as shown in panels (c and d).
weight the equations. The first equation implies that we expect to find a scalar function \( f(x) \) whose gradients best match the vector field \( u(x) \), whereas the second one means that we expect the scalar function to be zero at the salt boundaries. Therefore, after solving for such a scalar function, we expect the zero contours of this function to coincide with the salt boundaries.

Equation 7 can be represented in the matrix-vector notation as

\[
\begin{pmatrix}
\mathbf{H} \\
\mathbf{G}
\end{pmatrix}
\mathbf{f} \approx
\begin{pmatrix}
0 \\
\mathbf{Hb}
\end{pmatrix}.
\]  

(8)

For a 3D image with \( N \) samples, \( \mathbf{f} \) is a \( N \times 1 \) vector representing the unknown function \( f(x) \); \( \mathbf{G} \) is a \( 3N \times N \) matrix representing a finite-difference approximation of the gradient operator; \( \mathbf{H} \) is a \( 3N \times 3N \) diagonal matrix with salt likelihood values on the diagonal entries; \( \tilde{\mathbf{H}} \) is also a \( N \times N \) diagonal matrix but with zeros on most diagonal entries and nonzero values (salt likelihoods) only on the entries corresponding to the salt samples \( (x_k) \); and \( \mathbf{b} \) is a \( 3N \times 1 \) vector containing the 3C of the vector field \( u_p \).

In this problem, we have more equations than unknowns; therefore, we might compute a least-squares solution of equations 8 by solving the normal equation

\[
(G^\top \mathbf{H}^\top \mathbf{HG} + \tilde{\mathbf{H}}^\top \tilde{\mathbf{H}})\mathbf{f} = G^\top \mathbf{H}^\top \mathbf{Hb}.
\]  

(9)

In solving this equation, I do not explicitly form the matrices above. The matrix \( G^\top \mathbf{H}^\top \mathbf{HG} + \tilde{\mathbf{H}}^\top \tilde{\mathbf{H}} \) on the left side is symmetric positive definite; therefore, I solve the equation using a conjugate gradient (CG) method that requires only the computation of matrix-vector products.

By solving equation 9, I compute two 2D salt indicator functions that are displayed in translucent blue-white-red colors in Figures 1c and 7a. The values of the indicator functions smoothly increase from negative (blue) to positive (red) in directions toward interior of the salt. From the computed indicator functions, zero contours (magenta curves in Figures 1c and 7a) are extracted to represent salt boundaries. As shown in Figure 7c, the extracted zero contour (magenta curve) reasonably fits the salt samples, fills holes (missing salt samples), and matches well with the apparent salt boundary.

Figure 8a shows a 3D salt indicator function computed with the method discussed above, which is displayed as blue-white-red colors overlaid on the 3D seismic image. We can observe that the values of the function are smooth everywhere, negative outside the salts, and positive inside the salts. With this salt indicator function, I simultaneously obtain all the salt boundary surfaces, displayed by magenta surfaces in Figure 8b, by extracting zero contours of the function. To compute these zero contours, I use the efficient marching cubes algorithm (Lorensen and Cline, 1987). In Figure 9, these extracted surfaces (colored by magenta) are displayed together with the salt samples (colored by salt likelihoods). We observe that these surfaces reasonably fill holes, fit most salt samples with high likelihoods, and are not corrupted by outlier samples that do not correspond to any salt boundaries.

**Human interaction**

The methods discussed above work well to extract reasonable salt boundaries for the examples in this paper. However, human interaction from experienced interpreters is still desirable for the salt boundary extraction, especially for more complicated examples in which a salt attribute like the salt likelihood cannot provide a good detection of salt boundaries. Here, I propose a convenient

![Figure 8. The salt samples (Figure 6b) and a normal vector field estimated from the planarity image (Figure 4b) are used to compute a salt indicator image that is displayed as translucent color in panel (a). Zero contour surfaces (colored by magenta in [b]) of this indicator image represent salt boundary surfaces.](image1)

![Figure 9. The extracted salt surfaces (colored by magenta) reasonably fill holes, well fit most salt samples (colored by salt likelihoods), especially those with high likelihoods, and are not deviated by outlier salt samples.](image2)
way to incorporate human interaction into the method for computing salt indicator functions.

Suppose we have a set of manually picked control points \( x_i, i = 1, 2, \ldots, n \), and we expect the extracted salt boundary to exactly pass through these points. This means that we expect the salt indicator function to be zero at the control points \( f(x_i) = 0 \). Therefore, we might want to use these points as hard constraints and solve the following simple constrained optimization problem:

\[
\min ||Hf + H(Gf - b)||^2 \quad \text{subject to } f = 0,
\]

where \( I \) is a diagonal matrix with ones on the diagonal entries corresponding to the control points and zeros for the other diagonal entries.

I use a preconditioned CG method (Wu and Hale, 2015b; Wu et al., 2016) to solve this linear system with hard constraints. The constraint equation \( f = 0 \) is implemented with simple preconditioners in the CG method; the details of constructing such preconditioners are discussed by Wu and Hale (2015b). Beginning with an initial indicator function \( f(x) = 0 \) that satisfies the constraint equation \( f = 0 \), the CG iterations gradually update the function for all samples, whereas the preconditioners guarantee that the updated function always satisfies the constraint equation after each iteration.

Figure 7 shows an example of salt indicator functions computed with and without control points by solving equations 9 and 10, respectively. In Figure 7b, the zero contour of the salt indicator function exactly passes through the control points, as expected. In areas away from the control points, the zero contour with control points shown in Figure 7d coincides with the one without control points shown in Figure 7c. Different interpreters might provide different interpreted control points for the same salt, but this example demonstrates that the results of the method can honor human interactions and automatically computed salt attributes. The human interactions can be picked curves or surface patches, which can be incorporated as sets of control points for the method to provide even stronger control than single points.

CONCLUSIONS

The methods proposed in this paper comprise a two-step process to first compute a salt likelihood image and then compute a salt indicator function, which is used to extract salt boundaries. I tried to ignore the second step and directly extract salt boundaries from a salt likelihood image computed in the first step. However, the extracted salt boundaries were often noisy and were incomplete segments or patches.

In the first step, I computed salt likelihood as an attribute that evaluates the variations in reflector linearity or planarity in directions perpendicular to seismic reflectors. A better way might be to try all possible directions and use the maximum variation in linearity or planarity as the salt likelihood. However, this might take much more time to compute a salt likelihood image.

The second step is important for computing smooth and closed salt boundaries, especially when the input salt samples are noisy or incomplete. For the second step, any salt attributes other than the salt likelihood can also be used to compute a similar salt indicator function for salt boundary extraction. Manually interpreted points, segments, or surface patches can be used as constraints in this second step to compute a more reliable salt indicator function and therefore obtain more reasonable salt boundaries. The proposed method provides an especially simple way to specify such constraints by interactively picking points at salt boundaries. This method can be implemented to interactively add or move control points, while quickly updating the salt indicator function and extracted salt boundaries.

Most of the computation time in this two-step process is spent in the first step on constructing the structure tensor field because relatively computationally expensive structure-oriented smoothing filter is applied to each element of the tensor field. My implementation of the whole process requires less than 20 min to process the 3D example (242 × 611 × 591) on an eight-core computer.
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