Shock Compression and Melting of an Fe-Ni-Si Alloy: Implications for the Temperature Profile of the Earth’s Core and the Heat Flux Across the Core-Mantle Boundary
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Abstract Understanding the melting behavior and the thermal equation of state of Fe-Ni alloyed with candidate light elements at conditions of the Earth’s core is critical for our knowledge of the region’s thermal structure and chemical composition and the heat flow across the liquid outer core into the lowermost mantle. Here we studied the shock equation of state and melting curve of an Fe-8 wt% Ni-10 wt% Si alloy up to ~250 GPa by hypervelocity impacts with direct velocity and reliable temperature measurements. Our results show that the addition of 10 wt% Si to Fe-8 wt% Ni alloy slightly depresses the melting temperature of iron by ~200–300 (±200) K at the core-mantle boundary (~136 GPa) and by ~600–800 (±500) K at the inner core-outer core boundary (~330 GPa), respectively. Our results indicate that Si has a relatively mild effect on the melting temperature of iron compared with S and O. Our thermodynamic modeling shows that Fe-5 wt% Ni alloyed with 6 wt% Si and 2 wt% S (which has a density-velocity profile that matches the outer core’s seismic profile well) exhibits an adiabatic profile with temperatures of ~3900 K and ~5300 K at the top and bottom of the outer core, respectively. If Si is a major light element in the core, a geotherm modeled for the outer core indicates a thermal gradient of ~5.8–6.8 (±1.6) K/km in the D* region and a high heat flow of ~13–19 TW across the core-mantle boundary.

1. Introduction

Based on several constraints from seismology, geochemical and cosmochemical considerations, and mineral physics, the Earth’s core is composed of an Fe-Ni alloy with some small amounts of light element(s) such as Si, O, S, C, and H (Li & Fei, 2003; McDonough, 2003; Poirier, 1994). The presence of light elements in the core is known to affect iron’s physical properties, including its seismic velocity-density profile, crystal structure, and melting behavior (Li & Fei, 2003). Knowledge of the Earth’s core geotherm is critical for evaluating the evolution and energetics of the core and deep mantle, including the energy source for the geodynamo (Buffett, 2003; Nimmo, 2015). The temperature gradient across the core-mantle boundary (CMB) can be used to constrain the heat transfer between the lowermost mantle and core, as well as the melting behavior of mantle materials in the D* region (Buffett, 2000; Labrosse, 2015; Lay et al., 2008; Van der Hilst et al., 2007). The temperature at the inner-core boundary (ICB) is anchored between the liquidus of the outer-core iron alloy and the solidus inner-core alloy and is vital for understanding the solidification, stratification, and growth of the inner core (Alboussiere et al., 2010; Gubbins et al., 2011).

Knowing the thermal structure and dynamic state of the Earth’s core requires precise determination of the appropriate iron alloy composition’s melting curve at the region’s relevant pressure-temperature conditions. However, this has been a challenging task because of the extreme conditions required for these experiments and because obtaining accurate verification of electron correlations at very high pressure-temperature (P-T) with theoretical calculations is problematic. Thus far, numerous researchers have endeavored to measure or derive the melting temperature of pure Fe up to the ICB conditions...
with shock wave and laser-heated diamond anvil cell (LHDAC) techniques (Anzellini et al., 2013; Aquilanti et al., 2015; Boehler, 1993; Brown & McQueen, 1986; Luo & Ahrens, 2004; Nguyen & Holmes, 2004; Williams et al., 1987; Yoo et al., 1993). Unfortunately, there is a wide range of results, likely due to technical difficulties in reliably detecting melting. A series of studies have reported the melting curve of Fe in LHDAC experiments through X-ray diffraction and diffuse scattering (Anzellini et al., 2013), shock wave experiments combined with Hugoniot, sound velocity, and Hugoniot temperature measurements (Brown & McQueen, 1986; Luo & Ahrens, 2004; Nguyen & Holmes, 2004; Tan et al., 2005), and first-principles computations (Alfe et al., 2002; Sola & Alfe, 2009). These studies all indicate a melting temperature of ~6200 (±500) K for pure iron at the ICB.

The melting temperatures of Fe alloyed with Ni and/or other candidate light elements like Si, S, O, and C were investigated previously and were recently reviewed (Fischer, 2016). Adding light elements into Fe likely reduces the melting temperature of pure Fe, but the magnitude of the effects differs for various light elements. However, most of these studies were conducted at low pressures relative to the core, and the results are extrapolated to the ICB conditions. Silicon (~6–10 wt% Si) has been commonly considered a dominant light element in the core (Hirose et al., 2013; Lin et al., 2002) due to its abundance in the silicate mantle (Allègre et al., 1995; McDonough, 2003), its high solubility in liquid iron (Takafulji et al., 2005), and the appropriate partitioning coefficient between molten iron and silicate melts (Ricolleau et al., 2011; Tsuno et al., 2013). In addition, there are likely iron-silicate chemical intersections at the CMB (Dubrovinsky et al., 2003; Knittle & Jeanloz, 1991). Further, the observed small isotopic differences between terrestrial samples and meteorites (Georg et al., 2007) are consistent with silica incorporation during the Earth’s core formation. Si as a light element is also supported by recent measurements of density and sound velocity under core conditions, which are generally consistent with seismological data (Fischer et al., 2014; Lin, Campbell, et al., 2003; Lin, Struzhkin, et al., 2003; Liu et al., 2014, 2016; Mao et al., 2012; Zhang, Sekine, et al., 2016). Therefore, knowing the melting temperatures in the Fe-Ni-Si system at ICB pressures is critical for determining the thermal structure of the outer core.

Previous studies indicate that the presence of 5–10 wt% Ni in Fe does not significantly affect its density and sound velocity (Kantor et al., 2007) and Ni itself has similar melting temperatures to Fe at high pressures (Lord et al., 2014). However, Ni can change the P–T phase diagram of Fe (Dubrovinsky et al., 2007; Kuwayama et al., 2008; Sakai et al., 2011), which may affect its melting behavior. An Fe-10 wt% Ni alloy likely has slightly lower melting temperatures than pure Fe up to ~100 GPa (Zhang, Jackson, et al., 2016). The melting temperatures of Fe and Fe-Ni samples with 9–18 wt% Si at high pressures were investigated with in situ X-ray diffuse scattering in an LHDAC (Fischer et al., 2012, 2013; Morard et al., 2011) and by observing recovered samples (Asanuma et al., 2010). Although their experimental conditions were mostly below the CMB pressure, a significant depression of the melting temperature was observed in the samples with a high Si content (~16–18 wt%; Asanuma et al., 2010; Fischer et al., 2012; Morard et al., 2011). However, inconsistent melting temperatures are reported for samples with a low Si content (~9–10 wt%) such as Fe-9 wt% Si and Fe-5 wt% Ni-10 wt% Si (Fischer et al., 2013; Morard et al., 2011). The Fe-9 wt% Si system even shows a higher melting temperature than pure iron at the CMB (Fischer et al., 2013). Therefore, more experiments on melting temperatures are required to resolve this fundamental issue, especially for samples with ~6–10 wt% Si, which correspond closely to previously reported core composition models.

The density and sound velocity of Fe-9 wt% Ni-10 wt% Si melt have been measured up to ~280 GPa using a shock wave method, and the results were found to match well with the seismological observations of the outer core (Zhang, Sekine, He, Yu, et al., 2014; Zhang, Sekine, et al., 2016). In order to understand the core’s thermal structure further, direct measurements of this composition’s Hugoniot temperatures are required as a function of pressure. Here we conducted high-velocity impact experiments for a model core composition of a homogeneous Fe-8 wt% Ni-10 wt% Si alloy (hereafter Fe-8Ni-10Si). We measured its densities and temperatures up to ~255 GPa and ~237 GPa, respectively, under shock loading. The melting temperature of Fe-8Ni-10Si was determined by Hugoniot temperature measurements, and the temperature at the ICB pressure was estimated. By combining the melting temperatures of Fe, Fe-S, and Fe-O alloys, an adiabatic thermal state for a Si-rich Fe-Ni compositional model was derived for outer core pressures. Finally, the melting behavior of the Fe-Ni-Si alloy and the heat flow across the CMB were further constrained based on our measured results and thermodynamic modeling.
2. Material and Experimental Procedure

2.1. Starting Material

Highly homogeneous samples are required to reliably measure shock temperatures and for determining the thermal equation of state. We synthesized chemically homogeneous samples of an Fe-8Ni-10Si alloy (Fe_{74.9}Ni_{6.9}Si_{18.2} in atomic percent) at ~1100°C under a pressure of 20 MPa by sintering an alloyed powder from Kojundo Chemicals, Japan. The grain sizes remained ~10–80 μm (Figures 1a–1d) after sintered. The average density of the synthesized sample measured by the Archimedean method was 7.352 ± 0.005 g/cm³, which is denser than a previously sintered sample of Fe-9Ni-10Si alloy mixture (6.853 ± 0.036 g/cm³) that consisted of mixed phases of Fe₃Si, FeNi, and FeNiSi (Zhang, Sekine, He, Yu, et al., 2014). The longitudinal (V_L) and shear (V_S) velocities of Fe-8Ni-10Si determined by the pulse reflection method (Kono et al., 2007) were 6.064 and 3.123 km/s, respectively. The bulk sound velocity (V_b) at ambient conditions was 4.875 km/s by the equation $V_b^2 = V_L^2 + \frac{4}{3}V_S^2$.

We analyzed the specimen using an electron probe microanalyzer (JEOL JXA-8200 WD/ED) to determine its composition and chemical homogeneity. Backscattered electron images of the specimen are shown in Figures 1a–1d, and the compositions of the randomly selected points are listed in supporting information Table S1. These analyses show that the sample is very chemically homogeneous with an average composition of Fe-8.1(±0.1) wt% Ni-10.4(±0.1) wt% Si. X-ray diffraction patterns are also shown in supporting information Figure S1 as analyzed using Cu Kα radiation with a Rigaku MicroMax 007HF. Analysis of the X-ray diffraction spectra indicates that the starting sample can be well indexed by a face-centered cubic structure (Fm-3m) with a lattice parameter of 5.683 ± 0.001 Å at ambient conditions, corresponding to an initial density of 7.358 ± 0.004 g/cm³, which is consistent with the Archimedean method (7.352 ± 0.005 g/cm³), indicating no porosity. The backscattered electron images show grain sizes around 50–100 μm, with trace black areas of SiO₂ (<0.1 wt%), and slight contrast variations due to the different crystal orientations. The initial density of the homogeneous Fe-8Ni-10Si alloy is consistent with those of Fe-Si alloys (Marsh, 1980) at ambient conditions (supporting information Figure S2). In addition, Fe-10 wt% Ni with an initial density of 7.886 g/cm³ is only ~0.2% denser than the pure Fe (7.874 g/cm³), confirming that adding 10% Ni into Fe does not increase the iron's density significantly. The density and bulk sound velocity of the present Fe-8Ni-10Si alloy are different from those measured from a previous Fe-9Ni-10Si (Zhang, Sekine, He, Yu, et al., 2014) because of the different phases present, despite having a very similar bulk chemical composition and no difference in porosity.

2.2. Hugoniot and Shock Temperature Measurements

We conducted shock experiments using a two-stage light-gas gun at the Southwest Jiaotong University, China. For the Hugoniot experiments, the impact velocity of the flyer and shock velocity of the Fe-8Ni-10Si alloy were measured with an electromagnetic method and electrical pins system, respectively (Zhang, Sekine, He, Yu, et al., 2014). The samples (17.0 mm diameter, 2.500 ± 0.005 mm thick) were polished on both surfaces to allow accurate measurements of their thicknesses using a micrometer. The measured impact velocity (V_i) and shock velocity (V_s) velocities of Fe-8Ni-10Si determined by the pulse reflection method (Kono et al., 2007) were 6.064 and 3.123 km/s, respectively. The bulk sound velocity (V_b) at ambient conditions was 4.875 km/s by the equation $V_b^2 = V_L^2 + \frac{4}{3}V_S^2$.

The schematic setup of the temperature measurement is illustrated in supporting information Figure S3. The interface temperatures between the Fe-8Ni-10Si alloy and the transparent window under a vacuum (<~1 Pa) were measured using an optical pyrometer with 10 to 14 channels in the wavelength range of 400–800 nm, with a narrow band width filter of 10–30 nm and a ~3 ns time resolution (Zhou et al., 2015). The thermal radiation emitted from the Fe-Ni-Si alloy/window interface was collected through optical fibers to transmit the signals to the pyrometer. The pyrometer consists of photomultiplier tubes that give voltages corresponding to the emission strength as oscillographs. Single-crystal lithium fluoride (LiF) 20 mm in diameter and 5 mm thick with (100) orientation was used as the window material, which is transparent up to ~200 GPa. In order to avoid possible strong scattering of the emitted light, black masks were put on the surface and edge of the LiF window, except the central area where the fiber was located (as illustrated in supporting information Figure S3), so that only light from the center of the interface was collected through the optical fiber. The samples were finely polished to a mirror finish on both surfaces to contact firmly with the window by prepressing force (Hao et al., 2007). This special sample configuration avoids effects on the spectral radiation from the
surface gap between the sample and window, which would produce an initial "sharp peak" and result in a false high-temperature thin layer (Huang et al., 2010).

Each channel of the pyrometer was calibrated by the spectral radiance from a tungsten-halogen (WBr) standard lamp before each shot (pre-shot), and the measured voltages were converted into light flux based on their calibration. Pyrometer experiments were performed up to a Hugoniot pressure of ~237 GPa, and the impact conditions are listed in Table 2. Digital oscilloscopes with a sampling rate of 3.5 GHz recorded the spectral data.

3. Experimental Results

3.1. Hugoniot Equation of State of Fe-8Ni-10Si Alloy

The shock velocity-particle velocity ($U_s - u_p$) and pressure-density ($P - \rho$) relations of Fe-8Ni-10Si were obtained by the impedance-matching method as shown in Figures 2A and 2B, respectively. A linear relationship

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Backscattered electron images of the starting Fe-8Ni-10Si alloy. Numbers correspond to the randomly selected points for the compositional analyses by electron probe microanalyzer. The analysis is tabulated in supporting information Table S1.}
\end{figure}

<table>
<thead>
<tr>
<th>Shot no./flyer</th>
<th>$V_{imp}$ (km/s)</th>
<th>$\rho_0$ (g/cm$^3$)</th>
<th>$U_s$ (km/s)</th>
<th>$u_p$ (km/s)</th>
<th>$P_H$ (GPa)</th>
<th>$\rho$ (g/cm$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1/Ta</td>
<td>2.93 (0.01)</td>
<td>7.346</td>
<td>7.33 (0.06)</td>
<td>1.76 (0.01)</td>
<td>94.8 (0.9)</td>
<td>9.67 (0.11)</td>
</tr>
<tr>
<td>C2/Ta</td>
<td>3.98 (0.01)</td>
<td>7.350</td>
<td>8.25 (0.08)</td>
<td>2.38 (0.01)</td>
<td>144.3 (1.5)</td>
<td>10.33 (0.14)</td>
</tr>
<tr>
<td>C3/Ta</td>
<td>4.38 (0.01)</td>
<td>7.348</td>
<td>8.67 (0.05)</td>
<td>2.61 (0.01)</td>
<td>166.3 (1.2)</td>
<td>10.51 (0.08)</td>
</tr>
<tr>
<td>C4/Ta</td>
<td>5.05 (0.02)</td>
<td>7.363</td>
<td>9.20 (0.05)</td>
<td>3.01 (0.01)</td>
<td>203.9 (1.3)</td>
<td>10.94 (0.08)</td>
</tr>
<tr>
<td>C5/W</td>
<td>5.40 (0.02)</td>
<td>7.382</td>
<td>9.90 (0.15)</td>
<td>3.49 (0.02)</td>
<td>255.0 (4.1)</td>
<td>11.40 (0.2)</td>
</tr>
</tbody>
</table>

Note. $V_{imp}$ is the impact velocity; $\rho_0$ is the initial density measured by the Archimedean method; $U_s$ is the measured shock velocity; $P_H$ is the Hugoniot pressure; and $\rho$ is the Hugoniot density.

The Hugoniot relations were used as flyers: Ta, $\rho_0 = 16.68$ g/cm$^3$, $U_s = 3.293 + 1.307 u_p$ (km/s); W, $\rho_0 = 19.25$ g/cm$^3$, $U_s = 3.935 + 1.578 u_p$ (km/s).

Table 1. Impact Conditions and Results of the Hugoniot Density Measurements of the Fe-8Ni-10Si Alloy
between \( u_1 \) and \( u_p \), can be fitted by \( u_1 (\text{km/s}) = C_0 + s \rho_0 \) where \( C_0 = 4.75 \pm 0.09 \) and \( s = 1.48 \pm 0.03 \). The fitted \( C_0 \) is close to the ambient bulk sound velocity of 4.875 km/s. The \( P_\text{R} \) relation is plotted by \( P_\text{R} = \rho_0 C_0^2/(1 - \rho_0/\rho)/((1 - s(1 - \rho_0/\rho))^2 \) as shown in Figure 2B. However, Fe-8Ni-10Si (red solid circles) is slightly denser by \( \sim 1\% \) than Fe-9Ni-10Si in a liquid state (red open circles) at a pressure of \( \sim 250 \) GPa. The main reason for the density difference at high \( P-T \) is likely caused by the difference in the two samples’ shock temperatures due to their initial densities. We should note that the measured Hugoniot density has an uncertainty of \( \sim 1\% \) at very high pressures. The presence of an SiO\(_2\) impurity (0.3–0.5 wt%) in the Fe-9Ni-10Si alloy mixture used by Zhang, Sekine, He, Yu, et al. (2014) can also contribute to the density difference, but this small impurity is likely too small to account for the density difference. Our present results using a single-phase Fe-Ni-Si alloy as the starting sample should represent a more reliable measurement of the Fe-Ni-Si alloy equation of state at relevant \( P-T \) conditions of the Earth’s core.

### 3.2. Hugoniot Temperature of Fe-8Ni-10Si Alloy

The measured time-resolved thermal emission spectra are shown in Figure 3. Sudden voltage jumps are seen at point A, indicating the arrival of a shock wave at the interface, and then the sample reaches a compressed state before the rarefaction wave arrives at point C (Figure 3). We did not see any strong and sharp peaks caused by a possible mechanical gap between the sample and the LiF window. This observation confirms the firm contact condition between our sample and the LiF (Hao et al., 2007). We took the voltage amplitude \( h \) for each channel at a time of \( \sim 50 \) ns after the shock wave arrived at the interface, where the spectra plateau shows an equilibrium for each profile (crossover point of the spectra profile with a vertical dashed line in Figure 3). The experimental spectral radiation intensity \( I_\text{exp} \) was obtained based on the measured ratio of \( h \) to \( h_0 \) (the voltage amplitude in pre-shot calibration):

\[
h/h_0 = 2\pi(1 - \cos\alpha)(l_2/l_1)^2(R/R_0)(I_\text{exp}/N_k)
\]

where \( N_k \) is the spectral radiation intensity of the standard lamp (WBr) and \( l_1 \) and \( l_2 \) are the distance from the standard lamp to the head of the optical fiber for the standard lamp calibration and each pre-shot calibration, respectively. Usually, we use the same \( l_2 \) and \( l_1 \). \( R \) and \( R_0 \) are the load resistances during the pre-shot calibration and experiments, respectively. Here we used \( R = 50 \Omega \) and \( R_0 = 10 \) kΩ. Each optical fiber has a 0.275 numerical aperture (sin \( \alpha_p \)) and a 62.5 μm silica core (Zhou et al., 2015).

The interface temperature \( T_i \) and the emissivity \( \epsilon \) at the partially released interface pressure \( P_i \) were obtained by fitting the measured spectral radiation intensities using Planck’s equation of gray-body radiation for temperature \( T \) and wavelength \( \lambda \):

---

**Table 2**

<table>
<thead>
<tr>
<th>Shot no.</th>
<th>Flyer/baseplate (mm)</th>
<th>Sample thickness (mm)</th>
<th>( V_\text{imp} ) (km/s)</th>
<th>( P_i ) (GPa)</th>
<th>( P_\text{R} ) (GPa)</th>
<th>( T_i ) (K)</th>
<th>( \epsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>1.5 W/1.0 sus304</td>
<td>2.4</td>
<td>4.11 (0.02)</td>
<td>167 (2)</td>
<td>93 (1)</td>
<td>3182 (121)</td>
<td>0.231 (0.061)</td>
</tr>
<tr>
<td>D2</td>
<td>1.5 Ta/1.0 sus304</td>
<td>2.0</td>
<td>4.48 (0.02)</td>
<td>171 (2)</td>
<td>95 (1)</td>
<td>3358 (55)</td>
<td>0.205 (0.023)</td>
</tr>
<tr>
<td>D3</td>
<td>1.5 Ta/1.0 sus304</td>
<td>2.0</td>
<td>5.15 (0.03)</td>
<td>210 (3)</td>
<td>116 (1)</td>
<td>4300 (140)</td>
<td>0.255 (0.04)</td>
</tr>
<tr>
<td>D4</td>
<td>1.5 Ta/1.0 sus304</td>
<td>2.0</td>
<td>5.59 (0.03)</td>
<td>237 (3)</td>
<td>131 (2)</td>
<td>5369 (80)</td>
<td>0.277 (0.021)</td>
</tr>
</tbody>
</table>

Note: \( V_\text{imp} \) = impact velocity; \( P_i \) = Hugoniot pressure; \( P_\text{R} \) = partially released pressure at the interface; and \( \epsilon \) = emissivity.

---

**Figure 2.** (a) The relationship between the shock velocity and particle velocity and (b) between the shock pressure and Hugoniot density of iron and its alloys. Previous shock wave measurements are also plotted for comparison. Data are the Fe-8Ni-10Si alloy (red solid circles; in this study); Fe-9Ni-10Si in liquid state (red open circles; Zhang, Sekine, He, Yu, et al., 2014); pure Fe (plus signs; Brown et al., 2000); and alloys of Fe-10Ni (dark green open diamonds), Fe-4.6Si (purple open triangles), Fe-6.9Si (wine solid triangles), Fe-20Si (blue open squares), and Fe-25Si (green open circles; Marsh, 1980).
\[ I_{\text{exp}}(\lambda, \varepsilon, T) = \varepsilon C_1 \lambda^{-5} \left[ \exp\left(\frac{C_2}{\lambda T}\right) - 1 \right]^{-1} \]  

where \( C_1 \) and \( C_2 \) are the first and second radiation constants in Planck’s radiation formula, with values of \( 1.191 \times 10^{-16} \text{ W m}^2 \text{ Sr}^{-1} \) and \( 1.439 \times 10^{-2} \text{ m K} \), respectively. Figure 4 shows the fitting of the spectral radiances versus wavelength in the gray-body model of Fe-8Ni-10Si. The results of the fitted \( T_I \) and \( \varepsilon \) are listed in Table 2.

The Hugoniot temperatures \( (T_{H}) \) of Fe-8Ni-10Si can be derived from the \( T_I \), assuming an isentropic release, by the equation

\[ \text{Figure 3.} \text{ Time-resolved thermal emission spectra from the interface between the Fe-8Ni-10Si alloy and LiF window under shock loading. The spectra were collected using a photomultiplier tube system.} \]

\[ \text{Figure 4.} \text{ Spectral radiances of the shocked Fe-8Ni-10Si alloy as a function of wavelength. The spectra of shots D1 to D4 are fitted to Planck's radiation function to derive the Hugoniot temperatures.} \]
The Melting and Hugoniot Temperatures of the Fe-8Ni-10Si Alloy

Table 3

<table>
<thead>
<tr>
<th>Shot no.</th>
<th>( T_W ) at ( P_R ) (K)</th>
<th>( K_W ) at ( P_R ) (W/m/K)</th>
<th>( K_S ) at ( P_R ) (W/m/K)</th>
<th>( \alpha )</th>
<th>( T_R ) at ( P_R ) (K)</th>
<th>( T_m ) at ( P_R ) (K)</th>
<th>( T_H ) at ( P_R ) (K)</th>
<th>( T_m ) at ( P_R ) (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>1700 (100)</td>
<td>5.3 (0.3)</td>
<td>100 (20)</td>
<td>5.04 (0.8)</td>
<td>3476 (145)</td>
<td>3229 (176)</td>
<td>4045 (208)</td>
<td>—</td>
</tr>
<tr>
<td>D2</td>
<td>1750 (100)</td>
<td>5.2 (0.3)</td>
<td>100 (20)</td>
<td>5.08 (0.8)</td>
<td>3675 (114)</td>
<td>3517 (152)</td>
<td>4285 (188)</td>
<td>4285 (188)</td>
</tr>
<tr>
<td>D3</td>
<td>2350 (150)</td>
<td>4.0 (0.3)</td>
<td>120 (30)</td>
<td>6.01 (1.1)</td>
<td>4625 (227)</td>
<td>5390 (272)</td>
<td>6720 (330)</td>
<td>—</td>
</tr>
<tr>
<td>D4</td>
<td>2750 (150)</td>
<td>3.5 (0.3)</td>
<td>140 (30)</td>
<td>6.09 (1.2)</td>
<td>5799 (198)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Note. \( T_W \) is the temperature of LiF window at the partially released interface pressure \( (P_R) \); \( T_R \) is the temperature of the sample at \( P_R \); \( T_H \) is the Hugoniot temperature at Hugoniot pressure \( (P_H) \); and \( K_W \) and \( K_S \) are the thermal conductivities of the LiF window and sample, respectively.

\[
T_H = T_R \exp \left[ \int_{V_0}^{V_H} \left(-\frac{\gamma}{V}\right) dV \right] \tag{3}
\]

where \( V_0 \) and \( V_H \) are the volumes of the samples at the pressure \( P_R \) and at the Hugoniot pressure \( (P_H) \), respectively, \( \gamma \) is the Grüneisen parameter, and \( T_R \) is the release temperature of the sample at \( P_R \). There is thermal conduction from the high-temperature sample to the interface during release shock propagation to reach \( P_R \) (Nellis & Yoo, 1990):

\[
T_R = T_I + (T_I - T_W)/\alpha \tag{4}
\]

\( \alpha \) is defined as:

\[
\alpha = \left[ \left(\rho C_V\right)_S/\left(\rho C_V\right)_W \right]^{1/2} \tag{5}
\]

where \( T_W \) is the LiF window temperature; the subscripts of \( S \) and \( W \) denote the sample and the window, respectively; and \( \rho, C_V, \) and \( \kappa \) represent the density, heat capacity, and thermal conductivity, respectively. The relationships between the \( T_H, T_R, \) and \( T_I \) are illustrated in supporting information Figure S4A, and the details are described elsewhere (Dai et al., 2009; Nellis & Yoo, 1990). We used the thermal conductivity of the Fe-(~10 wt%)Si system \( (\kappa_3) \) at high pressures and high temperatures from first-principle calculations (de Koker et al., 2012; Pozzo et al., 2012, 2014) and high-pressure experiments of electrical conductivity (Gomi et al., 2013, 2016; Seagle et al., 2013). The density, shock temperature \( (T_W) \), and thermal conductivity of the LiF window were previously determined in shocked states by experiments and calculations (Holland & Ahrens, 1998; Liu et al., 2015; Smirnov, 2011; Zhao et al., 2014). The obtained \( T_H \) and \( T_m \) values are given in Table 3.

The Hugoniot temperature for the solid Fe-8Ni-10Si alloy was calculated from a thermodynamic equation based on the measured Hugoniot parameters (Brown & McQueen, 1986; McQueen et al., 1970):

\[
dT = -T(\gamma/V)dV + (1/2C_V)(V_0 - V)dP + (P - P_0)dV \tag{6}
\]

where \( V \) is the volume at the Hugoniot pressure \( (V_0 \) is the initial volume at ambient conditions) and \( C_V \) is the heat capacity (for most metals \( C_V = 3R/M \)). When taking the Grüneisen parameter \( \gamma = \gamma_0 \left(\rho_0/\rho\right)^n \) with \( \gamma_0 = 2.7 \pm 0.2 \) and \( n = 0.4 \pm 0.1 \), the calculated solid Hugoniot temperature is consistent with our measured temperatures up to 171 GPa (Figure 5, shown in the black solid curve). Analysis of the measured longitudinal sound velocity of Fe-9Ni-10Si shows that the sample starts to melt above ~147 GPa and melting is complete at ~183 GPa (Zhang, Sekine, et al., 2016). However, our results for the homogeneous Fe-8Ni-10Si alloy show that it remains solid at 147 GPa. This is because the calculated shock temperature of the previous Fe-9Ni-10Si is higher than this Fe-8Ni-10Si alloy at the same shock pressure due to their different initial states. The Fe-9Ni-10Si sample used in a previous study was a mixture of multiple phases with a low initial density, which can cause a higher shock temperature along the Hugoniot than the single-phase alloy used in this study. Therefore, the homogenous Fe-8Ni-10Si alloy is expected to melt at a higher shock pressure than the Fe-9Ni-10Si alloy mixture. One can see that there is a discontinuity in the measured temperatures between shots D1 to D2 and shots D3 to D4, and the emissivity of shot D2 at 171 GPa is lower than shot D1 at 167 GPa, which indicates that the melting occurred around 171 GPa (Figure 5).

The Hugoniot temperature for liquid Fe-8Ni-10Si can be obtained from the solid state by subtracting a temperature change \( (\Delta T) \) due to the latent heat of melting \( (\Delta T = T_m/\Delta S/C_V, \Delta S \text{ and } T_m \text{ is the entropy change of melting and the onset melting temperature, respectively}) \). We found the entropy change of melting for the Fe-8Ni-10Si alloy was ~0.65±0.05/R, which matched the measured liquid Hugoniot temperatures of shots D3 and D4 within error, and is slightly lower than the estimated values (0.70–0.75/R) for the Fe
3.3. Melting Temperatures of Fe-8Ni-10Si Under High Pressures

The melting temperatures at release pressure ($P_R$) can be extracted from the shock-induced initial melting phase using a model described in more detail elsewhere (Dai et al., 2009; Tan et al., 2005). There is a constraint relation for melting temperature ($T_m$) at $P_R$ as illustrated in supporting information Figure S4B, and the equation is

$$T_I \leq T_m \leq T_R$$

The $T_m$ may be approximated to a medium value for most pyrometry experiments (Dai et al., 2009):

$$T_m \approx T_I + (T_I - T_W)/(2\alpha) = (T_I + T_R)/2$$

The $\alpha$ is about 5–6 in our experiments, so the value for the ($T_I - T_W)/(2\alpha$) term for the typical pyrometry experiments is much less than $T_I$. Even if $\alpha$ has a large uncertainty (20–30%), the evaluated $T_m$ is still accurate. The error bars of $T_I$ were directly derived from measurements, while the error bars of $T_W$ and $\alpha$ were evaluated from our measurements and literature data. Thus, the uncertainty of the $T_m$ at $P_R$ was derived from standard error propagations of these parameters with errors. Results for shots D1 and D2 show that the obtained $T_m$ values are slightly higher by ~150 K than the observed $T_I$ at pressure $P_R$, as listed in Table 3.

Finally, we obtained the melting temperatures at $P_R$ and $P_I$ for the Fe-8Ni-10Si alloy up to ~171 GPa, as shown in Figure 5. Combined with the results for the Fe-SNi-10Si alloy by LHDAC (Morard et al., 2011), the melting curve up to ~200 GPa was obtained using the Simon equation, wherein $T_0 = 1600$ K, $P_0 = 0$ GPa, $a = 19.1 \pm 4.2$, and $b = 2.33 \pm 0.24$ ($T$ in K, $P$ in GPa):

$$T = (P - P_0)/(a + (T_0/T'))^b - 1$$

As illustrated in Figure 5 (red curve), the melting temperature of Fe-8Ni-10Si alloy is 3900 ± 200 K at the CMB pressure of ~136 GPa. The extrapolated melting temperature at the pressure of the ICB (~330 GPa) is 5500 ± 500 K, indicating lower melting temperatures relative to pure iron of ~200–300 (±200) K at the...
Figure 6. Melting curves of the Fe alloys and the effects of light elements on the melting temperature depression of Fe in the Earth’s outer core. The melting curves of the Fe and Fe alloys at high pressures included here are as follows: Fe (Anzellini et al., 2013), Fe-8Ni-10Si (this study), Fe-8O-2S (Huang et al., 2010), Fe-(8–12)O (Boehler, 1993; Komabayashi, 2014; Seagle et al., 2008), and Fe-(8–12)S (Fe-FeS system; magenta curve from Kamada et al., 2012, and pink curve from Mori et al., 2017, respectively).

At the CMB, Fe-8Ni-10Si, Fe-(8–12)O, and Fe-(8–12)S (Kamada et al., 2012; Morard et al., 2014; Mori et al., 2017). The results show that the density of the Fe-8Ni-10Si alloy at the outer core conditions is plotted in supporting information Figure S6. The results show that the density of the Fe-8Ni-10Si alloy at the outer core conditions is plotted in supporting information Figure S6. The results show that the slope of the Fe-8Ni-10Si profile along the geotherm is more consistent with the PREM curve than the previous Fe-9Ni-10Si results. The previous data suffered from heterogeneous Fe-9Ni-10Si starting compositions, and the calculated Hugoniot temperature may not be accurate. Because the presence of ~5–10 wt% Ni in Fe would not change its density significantly (Mao et al., 1990; Marsh, 1980), it is thought that the ~10 wt% silicon in Fe-5 wt% Ni alloy is still 1% denser than the PREM density in the whole range of the outer core (supporting information Figure S6). Thus, a silicon content of 11 ± 1 wt% is required in the Fe-Ni-Si system to match PREM, which is in good agreement with the results by static compression (Fischer et al., 2014).

4. Thermal State of the Earth’s Core and the Heat Flow Across the CMB

4.1. Density of Fe-8Ni-10Si Along the Adiabatic Core Geotherm

Thermal corrections to the Hugoniot density along a core geotherm are required to check whether a composition represented by Fe-8Ni-10Si matches the core density deficit based on seismic observations, such as the preliminary reference Earth model (PREM; Dziewonski & Anderson, 1981). Based on the measured Hugoniot temperature of the Fe-8Ni-10Si alloy, thermal corrections for the density along a representative core geotherm were refined using the Mie-Grüneisen theory (Brown & McQueen, 1986). The core geotherm we used is based on the measured melting temperature of Fe alloys, the details of which are described in the next section. The density profile of the Fe-8Ni-10Si alloy at the outer core conditions is plotted in supporting information Figure S6. The results show that the slope of the Fe-8Ni-10Si profile along the geotherm is more consistent with the PREM curve than the previous Fe-9Ni-10Si results. The previous data suffered from heterogeneous Fe-9Ni-10Si starting compositions, and the calculated Hugoniot temperature may not be accurate. Because the presence of ~5–10 wt% Ni in Fe would not change its density significantly (Mao et al., 1990; Marsh, 1980), it is thought that the ~10 wt% silicon in Fe-5 wt% Ni alloy is still 1% denser than the PREM density in the whole range of the outer core (supporting information Figure S6). Thus, a silicon content of 11 ± 1 wt% is required in the Fe-Ni-Si system to match PREM, which is in good agreement with the results by static compression (Fischer et al., 2014).

4.2. Melting and the Thermal Structure of the Earth’s Core

To evaluate the effect of light elements on the melting temperature depression of Fe, the melting curves of Fe (Anzellini et al., 2013) and Fe alloy candidate core materials are plotted in Figure 6 for comparison, including Fe-8Ni-10Si, Fe-8O-2S (Huang et al., 2010), Fe-(8–12)O (Boehler, 1993; Komabayashi, 2014; Seagle et al., 2008), and Fe-(8–12)S (Kamada et al., 2012; Morard et al., 2014; Mori et al., 2017). The results show that the addition of a light element(s) in Fe such as Si, O, and S depresses the melting temperature of Fe at high pressures by differing magnitudes. Silicon alloyed with iron has a mild effect on melting temperature depression, while oxygen is slightly stronger and sulfur causes the largest melting temperature depression among them.

At high pressure-temperature conditions relevant to the Earth’s core, the Fe-9Si alloy likely exists as a mixture of hexagonal close packed (hcp) and B2 phases before melting (Fischer et al., 2013), while Fe alloyed with a few wt% Ni and Si likely exhibits a stable hcp phase (Asanuma et al., 2011; Sakai et al., 2011). Thus, the presence of Ni in the Fe-Si alloy can affect the phase stability and may be used to explain the difference in the reported melting curves between Fe-Si and Fe-Ni-Si alloys at high pressures relevant to the Earth’s core.
Figure 7. The modeled geotherm of the Earth’s outer core and the temperature profile across the core-mantle boundary. Solidus temperatures of representative candidate lower-mantle materials are plotted for comparison. The dashed line above the CMB pressure represents the deduced geotherm of the core at the pressure conditions of the CMB (Figure 7; Andrault et al., 2011, 2014; Fiquet et al., 2010; Nomura et al., 2014; Pradhan et al., 2011, 2014; Fiquet et al., 2010; Nomura et al., 2014; Pradhan et al., 2015). Previous studies show that the solidus temperatures for the peridotite and chondritic mantle are higher than ~4150 K at CMB pressures (Andrault et al., 2011; Fiquet et al., 2010; Nomura et al., 2014; Pradhan et al., 2015), which means they are most likely in a solid state at the CMB. The adiabatic and superadiabatic geotherms from Anderson (1982; red dashed line) and Matas et al. (2007; red dash-dot line) in the mantle are also plotted, to deduce the temperature gradient at the core-mantle boundary. The orange and light-black shaded areas indicate the estimated margin of error for the superadiabatic and adiabatic geotherms, respectively. The heat transfer across the CMB ($Q_{CMB}$) is estimated based on the derived CMB temperature gradient and the extrapolated thermal conductivity of the Fe alloys.

adiabatic geotherm consistent with whole-mantle convection (Brown & Shankland, 1981; Katsura et al., 2010; Ono, 2008) and a superadiabatic geotherm consistent with a layered-mantle convection (Anderson, 1982; Matas et al., 2007) in Figure 7. In the adiabatic model, a mantle boundary temperature at a depth of 2700 km is estimated to be 2600 ± 200 K. Compared to this temperature, the temperature at the top of the outer core yields a thermal boundary layer with a temperature gradient of ~1300 ± 300 K at a depth interval of ~190 km, which corresponds to a thermal gradient of ~6.8 ± 1.6 K/km in the $D^*$ region. Whereas in the superadiabatic model, a mantle boundary temperature of 2800 ± 200 K at a depth of 2700 km corresponds to a temperature gradient and a thermal gradient of ~1100 ± 300 K and ~5.8 ± 1.6 K/km, respectively, in the $D^*$ region. Therefore, our modeled geotherm of the outer core indicates a thermal gradient of ~5.8–6.8 (±1.6) K/km in the $D^*$ region. We should cautiously note that these estimates for the heat flux and temperature gradients at the CMB highly depend on our understanding of the lower-mantle geotherm models, which remain uncertain.

The onset melting temperatures (solidus) of the lower mantle materials, including peridotite, chondrite, natural mid-oceanic ridge basalt (Morbidelli et al., 2000), and pyrolite, have been compared to the temperature of the core at the pressure conditions of the CMB (Figure 7; Andrault et al., 2011, 2014; Fiquet et al., 2010; Nomura et al., 2014; Pradhan et al., 2015). Previous studies show that the solidus temperatures for the peridotite and chondritic mantle are higher than ~4150 K at CMB pressures (Andrault et al., 2011; Fiquet et al., 2010), which means they are most likely in a solid state at the CMB where the core temperature is ~3900 K. However, the onset melting occurs at around 3800–4000 K for natural MORB containing ~0.2–0.3 wt% of H$_2$O and traces of CO$_2$ (Andrault et al., 2014; Pradhan et al., 2015) and even as low as 3570 K for pyrolite containing 400 ppm of H$_2$O (Nomura et al., 2014), so they may be subjected to local partial melting in the CMB region. These slab materials containing water or volatiles could be brought down to the CMB through subducting slabs that contain hydrous minerals that survive the dehydration processes (Nishi et al., 2014; Ohira et al., 2014; Zhang, Sekine, & He, 2014). The presence of melt due to the partial melting of MORB or pyrolite materials at the lowermost mantle could explain observations of strong lateral seismic heterogeneity at the base of the lower mantle, the variable properties and thickness of the $D^*$ layer, and the ultra-low velocity zones (Garnero, 2000).

4.3. The Heat Flow Across the CMB

Our modeled temperature profile of the outer core can be used to evaluate the temperature gradient and thus the heat flow across the CMB. The heat flow across the CMB is given by (Nimmo, 2015)

$$Q_{CMB} = \int q \, dS$$

where $q$ is the heat flux. For an adiabatic heat flow across the CMB, it may be written as

$$Q_{CMB} = -\int \kappa \nabla T \cdot dS = 4\pi r^2 \kappa (\text{CMB}) \left(\frac{g(T)}{\phi}\right)_{CMB}$$

where $r = 3,480$ km at the CMB, $g$ is the gravity acceleration of 10.6823 m/s$^2$, and $\phi$ is the seismic parameter with a value of 65.05 km$^2$/s$^2$ from the PREM (Dziewonski & Anderson, 1981). Using a Grüneneisen parameter of $\gamma = 1.5$ (Hirose et al., 2013), $\kappa_{CMB}$ of 90–130 W/m/K for our model core composition close to the Fe12Ni12.7Si (Fe$_{67.5}$Ni$_{10}$Si$_{22.5}$) and Fe-5.6Si-2.6O (Fe$_9$O$_8$Si$_{10}$) alloys (Gomi et al., 2013, 2016; Ohta et al., 2016; Pozzo et al., 2012, 2014; Seagle et al., 2013) and the $T_{CMB}$ of ~3900 K, the $Q_{CMB}$ is estimated to be 13–19 TW (Figure 7). We should note that the estimated $Q_{CMB}$ value highly depends on the reported thermal conductivities of the Fe and Fe alloy at relevant pressure-temperature core conditions, which still remain to be reconciled in different...
studies (Dobson, 2016). For example, some previous studies reported a relatively low thermal conductivity of ~30–40 W/m/K in Fe at the relevant pressure-temperature conditions of the CMB (Konôpková et al., 2016; Stacey & Loper, 2007; Zhang et al., 2015), suggesting a low heat flow of ~4–6 TW. The Q_{CMB} value of 13–19 TW inferred from our results and literature values is approximately three to five times higher than the low value estimated from the different thermal conductivities of the core materials.

The heat flow across the lowermost mantle can also be estimated from the thermal conductivity of the mantle materials (κ_{LM}) at CMB conditions using an equation of heat flux q = κ_{LM} ΔT/δ_{TBL}, where a thermal boundary layer (δ_{TBL}) with a thickness of ~190 km is in the lowermost mantle (Gomi & Hirose, 2015). The κ_{LM} in the lower mantle is thought to be ~10 W/m/K conventionally (Haigis et al., 2012; Lay et al., 2008; Manthilake et al., 2011) and to be 17–18 W/m/K by recent estimations from the thermal conductivities of post-perovskite and periclase (Imada et al., 2014; Ohta et al., 2012). When taking the ΔT across the CMB as ~1000–1500 K from our study in the δ_{TBL}, it leads to a heat flow of ~8–21 TW. This heat flow based on the κ_{LM} is generally consistent with the high Q_{CMB} value estimated from the κ_{CMB}. Previous estimations for the heat flow across the CMB are also listed in supporting information Table S2 for comparison.

A high Q_{CMB} value of 13–19 TW indicates that the inner core may cool much faster than previously thought, which implies a high initial CMB temperature of ~4500 K and a young inner core (approximately 0.8–1.2 billion years old) according to a thermal evolution model of the Earth’s core (Gomi et al., 2013). A young inner core is generally consistent with a recent paleomagnetic estimation that there was a sharp increase in the strength of the Earth’s paleomagnetic field around ~1 to 1.5 billion years ago (Biggin et al., 2015). The abrupt change of the magnetic field could indicate initial crystallization of the solid inner core from the cooling liquid outer core. However, it does not support one recent full-vector paleointensity measurement, which shows a magnetic field over 4 billion years old from some of the oldest minerals on Earth, indicating a solid inner core since the beginning of the Earth’s formation (Tarduno et al., 2015). Therefore, further studies on the paleomagnetism data and the thermal conductivities of the mantle and core materials are needed to resolve this discrepancy and eventually answer the question about the formation and evolution of the Earth’s core.
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